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Abstract

This paper studies robust inference for linear panel models with fixed effects in the presence
of heteroskedasticity and spatiotemporal dependence of unknown forms. We propose a bi-
variate kernel covariance estimator that is flexible to nest existing estimators as special cases
with certain choices of bandwidths. For distributional approximations, we embed the level
of smoothing and the sample size in two different limiting sequences. In the first case where
the level of smoothing increases with the sample size, the proposed covariance estimator is
consistent and the associated Wald statistic converges to a x? distribution. We show that
our covariance estimator improves upon existing estimators in terms of robustness and effi-
ciency. In the second case where the level of smoothing is fixed, the covariance estimator has
a random limit and we show by asymptotic expansion that the limiting distribution of the
Wald statistic depends on the bandwidth parameters, the kernel function, and the number
of restrictions being tested. As this distribution is nonstandard, we establish the validity of
a convenient F-approximation to this distribution. For bandwidth selection, we employ and
optimize a modified asymptotic mean square error criterion. The flexibility of our estimator
and the proposed bandwidth selection procedure make our estimator adaptive to the depen-
dence structure. This adaptiveness effectively automates the selection of covariance estimators.
Simulation results show that our proposed testing procedure works reasonably well in finite
samples.
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1 Introduction

This paper studies robust inference for linear panel models with fixed effects in the presence of
heteroskedasticity and spatiotemporal dependence of unknown forms. As economic data is poten-
tially heterogeneous and correlated in unknown ways across individuals and time, robust inference
in the panel setting is an important issue. See, for example, Betrand, Duflo and Mullainathan
(2004) and Petersen (2009). The main interest in this problem lies in (i) how to construct co-
variance estimators that take the correlation structure into account; (ii) how to approximate the
sampling distribution of the associated test statistic; and (iii) how to select smoothing parameters
in finite samples.

Regarding covariance estimation, we propose a bivariate kernel estimator. In order to utilize
the kernel in the spatial dimension, we need a priori knowledge about the dependence structure. It
is often assumed that the covariance of two random variables at locations 7 and j is a decreasing
function of an observable distance measure d;; between them. The idea of using a distance
measure to characterize spatial dependence is common in the spatial econometrics literature. See,
for example, Conley (1999), Kelejian and Prucha (2007), Bester, Conley, Hansen and Vogelsang
(2008, BCHV hereafter) and Kim and Sun (2011, KS hereafter).

There are several robust covariance estimators with correlated panel data. Arellano (1987)
proposes the clustered covariance estimator (CCE) by extending the White standard error (White,
1980) to account for serial correlation. Wooldridge (2003) provides a concise review on the CCE.
Driscoll and Kraay (1998, DK hereafter) suggest a different approach that uses a time series HAC
estimator (e.g. Newey and West, 1987) applied to cross-sectional averages of moment conditions.
Gongalves (2010) examines the properties of this estimator in linear panel models with fixed
effects. Another approach considered in this paper is an extension of the spatial HAC estimator
applied to time series averages of moment conditions, which we name the KS estimator. This is
symmetric to the DK estimator. Conley (1999) is among the first to propose the spatial HAC
estimator. Kelejian and Prucha (2007) argue that it can be extended to the panel setting with
fixed T'.

Our estimator includes these existing estimators as special cases, reducing to each of them
with certain bandwidth choice. We refer to this as flexibility. If the sequence of the bandwidth
in the spatial dimension, d,, increases at a fast enough rate with the cross sectional sample
size n, then our estimator with the rectangular kernel is asymptotically equivalent to the DK
estimator. Similarly, if the sequence of the bandwidth in the time dimension, dr, increases fast
enough relative to the time series sample size T', then our estimator with the rectangular kernel is
asymptotically equivalent to the KS estimator. On the other hand, if d,, is assumed to approach
zero, our estimator reduces to a generalized CCE defined later in the paper.

For distributional approximations, we consider two types of asymptotics: the increasing-
smoothing asymptotics and the fixed-smoothing asymptotics. The difference lies in whether the
level of smoothing increases or stays fixed as the sample size increases. Let /;,, denote the number
of individuals whose distance from individual 7 is less than or equal to d,, and ¢,, be the average of
l; n across i. We also define /; 7 and {7 in the same way along the time dimension. If d,,, d7 — oo
as n, T — oo but slowly so that nT'/ (¢,f1) — oo, then the level of smoothing increases with the
sample size. Under this increasing-smoothing asymptotics, our covariance estimator is consistent
and the limiting distribution of the associated Wald statistic is a x? distribution.

The alternative estimators are also consistent under the increasing-smoothing asymptotics,
but each estimator has an important limitation in practice. The performance of the CCE heavily



depends on spatial correlation. While this estimator is quite efficient in the presence of spatial
independence, even moderate spatial correlation may lead to substantial bias and hence size dis-
tortion in statistical testing. Though spatial independence is sometimes assumed for convenience,
it may not hold due to, for example, spill-over effects, competition and so on.! Collapsing spatial
dependence by the cross-sectional averaging, the DK estimator is robust to arbitrary forms of
spatial dependence. However, when spatial dependence decreases with some distance measure,
this estimator is not efficient because it does not downweigh or truncate the covariance between
spatially remote units. Similarly, the KS estimator is not efficient, as it does not employ down-
weighing or truncation in the time domain.

The proposed estimator improves upon the above estimators by employing a bivariate kernel.
It does not require zero spatial correlation for consistency in contrast to the CCE and more
efficient than the DK and KS estimators in general. More specifically, if individuals are located
on a 2-dimensional lattice and the Bartlett kernel is used, our estimator is more efficient than the
DK estimator if T = o(n*/?) and than the KS estimator if n = o(T*). For second-order kernels,
the conditions become much weaker, i.e. T = o(n®/?) and n = o(T), respectively.

If we embed the bandwidth parameters d,, and dr in a sequence such that nT'/ (¢,¢r) holds
fixed as n and T increase, then the level of smoothing is fixed with the sample size. Under
this fixed-smoothing asymptotics, the covariance estimator converges in distribution to a random
matrix and the limiting distribution of the Wald statistic is nonstandard but pivotal. The fixed-
smoothing asymptotic approximation is first suggested by Kiefer, Vogelsang and Bunzel (2000)
and Kiefer and Vogelsang (2002a, 2002b, 2005) in the time series context. This is usually referred
to as the ‘fixed-b’ asymptotics where b denotes the ratio of the bandwidth parameter dr to the
sample size 1. They show by simulation that the fixed-b asymptotic approximation is more
accurate than the y? approximation. Jansson (2004), Sun, Phillips and Jin (2008), and Sun and
Phillips (2009) provide theoretical explanations in different time series settings.

We adopt the fixed-smoothing asymptotics in the panel setting with our covariance estimator.
Using asymptotic expansions we show that the deviation of this limiting distribution from the
x? distribution depends on the smoothing parameters, the kernel function, and the number of
restrictions being tested. We can accommodate the estimation uncertainty of the parameter esti-
mation and the randomness of the covariance estimator under the fixed-smoothing asymptotics.
As the limiting distribution is nonstandard, we extend Sun (2010) to establish the validity of
an F-approximation to this distribution. Under the fixed-smoothing asymptotics, the covariance
estimator converges in distribution to an infinite weighted sum of independent Wishart distri-
butions. We approximate this by a single Wishart distribution with an ‘equivalent degree of
freedom.” With this result, the fixed-smoothing limiting distribution of the scaled Wald statistic
with some correction factor becomes approximately F' distributed. This F-approximation greatly
facilitates the testing procedure because we can obtain the critical values without simulation.

Several testing methods using the fixed-smoothing asymptotics are recently proposed in the
spatial or panel setting. BCHV extend the fixed-b asymptotics to the spatial context where
dependence is indexed in more than one dimension, and propose an i.i.d. bootstrap method to
obtain the critical values. Vogelsang (2008) develops a fixed-b asymptotic theory for statistics

'Recently, Bester, Conley and Hansen (2010) present consistency results for the CCE with spatially dependent
data by constructing clusters to be asymptotically independent. In this paper, we consider a rather traditional panel
CCE for which the cluster is defined based on each individual so that the asymptotic independence condition is not
valid. Cameron, Gelbach, and Miller (2006) address this problem by clustering on the time and spatial dimensions
simultaneously. While this allows for both the serial and spatial correlations, observations on different individuals
in different time are assumed to be uncorrelated.



based on the generalized CCE and the DK estimator. Besides the kernel methods, Hansen (2007)
and Bester, Conley and Hansen (2011) apply the fixed-smoothing asymptotics to the testing
procedure with the CCE. They assume the number of clusters to be fixed and the number of
observations per cluster to increase with the sample size. Ibragimov and Miiller (2010) consider
the fixed-smoothing asymptotics for the Fama and MacBeth (1973) type procedure by fixing the
number of groups. Sun and Kim (2010) consider a testing procedure using a series-type covariance
estimator in the spatial setting. They show that, when the number of basis functions is held fixed,
their series covariance estimator converges in distribution to a Wishart distribution, and that the
scaled Wald statistic converges to an F' distribution. Our F-approximation is motivated from
the series method of Sun and Kim (2010). While for the other two ‘non-kernel’ methods critical
values are readily available from the standard ¢ or F distribution, critical values for the kernel
methods by BCHV and Vogelsang (2008) have to be simulated. From this point of view, this
paper fills the gap in the literature, providing an F-approximation for the kernel method in the
panel setting.

In this paper, we select the bandwidth parameters to minimize an upper bound of the asymp-
totic mean square error (called AMSE*) of the covariance estimator. The AMSE* criterion has a
minimax flavor. Though it is standard practice to use the asymptotic mean square error (AMSE)
criterion in the HAC estimation literature (e.g. Andrews, 1991 and Newey and West, 1994), it is
not tractable for our bivariate kernel estimator. Our AMSE* criterion is simple to implement and
makes the bias and variance tradeoff transparent. It is interesting to note that the level of persis-
tence in each dimension affects both d}. and d}, the optimal bandwidth parameters in the time
and spatial dimensions respectively, but in opposite directions. We suggest a parametric plug-in
procedure for practical implementation using the spatiotemporal models in Anselin (2001).

Our bandwidth selection procedure does not apply directly to the rectangular kernel estimator
and, more broadly, flat-top kernel estimators. However, it is interesting to consider flat-top kernel
estimators because they are higher-order accurate (Politis, 2011). This is particularly important
in our setting because the rectangular-kernel-based covariance estimator is more flexible in that it
can approach each of the existing estimators with appropriate bandwidth choice. We modify our
bandwidth selection procedure to be applicable to the rectangular kernel. The rectangular kernel,
combined with our modified bandwidth selection procedure, delivers a covariance estimator with
better asymptotic properties than the covariance estimators based on second-order kernels.

The flexibility of our covariance estimator and the data-driven bandwidth selection procedure
make our estimator adaptive to the dependence structure in the data. That is, in large samples,
our estimator reduces to the estimator that is designed to cope with a particular dependence
structure. This adaptiveness is the salient feature of our method. As it practically automates the
selection of covariance estimators, our estimation procedure can be safely used in the presence
of very general forms of spatiotemporal dependence. This is confirmed by our Monte Carlo
simulation study.

The remainder of the paper is as follows. Section 2 introduces the panel model, the covariance
estimator and hypothesis testing we consider. In Section 3, we examine the properties of our
estimator and the associated test statistic under the increasing-smoothing asymptotics. Section
4 develops an optimal bandwidth selection procedure. Section 5 examines the properties of the
existing estimators. The flexibility and adaptiveness of our estimator are illustrated in Section 6.
In Section 7, we develop the limiting theory for our covariance estimator and the associated test
statistic under the fixed-smoothing asymptotics. We also prove the validity of an F-approximation
to the Wald statistic. Section 8 reports simulation evidence. The last section concludes. Proofs



are given in the appendix or a supplementary appendix.

2 Panel model, covariance estimator and hypothesis testing
In this paper, we consider a static linear panel regression model with fixed effects?:
Yie = XipfBo + i + fr 4 wat, (1)

where X;; and [ are p-vectors and «; and f; denote scalar individual and time effects respectively.
When X;; is correlated with «; and f;, we may use a fixed-effects estimation approach. Let
Z; =T Z;le Ziy Zy = n~ 130 | Zy and Z = (nT)_1 Yoy Zle Zit. We also define Z;; =
Zit — Zy — Z; + Z. Then, the fixed-effects estimator, B, is defined as

n T o -1 n T o
i=1 t=1 i=1 t=1
Under some regularity conditions, the asymptotic distribution of B is
_1 .
(QurJnrQpr) 2 VT (ﬁ - ﬁo) 4N (0,I,) as n, T — oo,
where
-1

n n T
Qnr = ((nT)_1 Z ZE [Xitfqt}) and J,r = var ( -1/ Z Z ztUit> .
=1 t=1

i=1 t=1
To make inference on 3y, we have to estimate unknown quantities in the asymptotic variance of

B. Since @), can be consistently estimated with its sample analog, our central interest is on J,,7.
Letting V(i,t) = Xtui, Jpr can be rewritten as

Z Z [V(%t)v ] : Z Z (it,js)"

i,j=1t,s=1 i,j=1t,s=1

We propose a bivariate kernel covariance estimator given by

dts 9 &
nT T Z Z < > <dT> ‘/(i,t)vv(/j@)v (3)

i,j=1t,s=1

where f/(i,t) = )E'it(f/;t — X{tﬁ) and K(-) is a real-valued kernel function.? d;j and dys denote
the distance measures in the spatial and time dimensions and d,, and dr are the corresponding
bandwidth parameters. Whereas it is natural to define dis = |t — s|, what is used to measure d;j
differs with applications. Geographic distance is one of the most common measures, but other
measures can also be considered, e.g. transportation cost (Conley and Ligon, 2000) and similarity
of input and output structure (Chen and Conley, 2001; and Conley and Dupor, 2003).

2Qur analysis can potentially be generalized to the GMM setting. We focus on a static linear panel model to
be free from the incidental parameters problem that the fixed-effects estimators of nonlinear and dynamic panel
models usually suffer from.

3For simplicity of our analysis, we employ a product kernel with the same kernel function in each dimension.



Consider the null hypothesis Hy : R = ry and alternative hypothesis Hy : R3 # rg where R
is a g X p matrix and rg is a g-vector. For hypothesis testing, we use the Wald statistic

o / A PN -1 o
War = VT (RB = r0) (RQurJur@yrR') VT (RB = o)
. N
where Q1 = ((nT)*1 DR i XitX{t> , and its F-test version
FnT - WnT/g-

3 Increasing-smoothing asymptotics

3.1 Basic setting

We employ the linear transformation of nT’p common innovations to represent the process of V(; ;)
as follows:

Vi) = Riiné, (4)
where
~(1) ~(1) ~(1)
( Tt1,1) T2,y 0 Tt 1) ) 0
R = : :
~(p) ~(p) ~(p)
0 ( Tit,1,1) Tit,2,1) 0 T (itn,T) )
!/
is a px nT'p block diagonal matrix with unknown elements and € = ((5(1)), Yy (é(p))/) in which
/
glo) — (58),1)7 e ’égz),l)’égim’ . 75%:3,T)> . As in KS, we assume that
var <€(C)> = oeelpT, COV (é(c),é(d)) = OeglnT
and
var (§) = X ® Ipyr with ¥ = (0e4) ,
where ¢,d = 1,...,p and ® denotes the Kronecker product. This type of linear array processes

allows for nonstationarity and unconditional heteroskedasticity of V(; ;) and includes many spa-
tiotemporal parametric models such as spatial dynamic models (Anselin, 2001) as special cases.
It also treats the temporal and spatial dependence in a symmetric way.

Let R(i,t) = R(i,t) (21/2 & InT) and € := (e1,...,¢,... a5nTp), = (2_1/2 & InT) €. Then,

Vi) = R and var (€) = Lty (5)



The matrix R(;; can be written more explicitly as

1 1
( Téi;),l Tgi;),nTp )
R = :
(») (»)
< Tana - Tat)nTp )
~(1) ~(1) ~(1) ~(1)
ot! ( a1y - TtnD) ) Ulp( Tatan) - TatnT) )
» ' 0 )
oP! ( T(ZJJ) T(Z%T) ) ... PP ( T(ft,l,l) (ftnT) )

where ¢°¢ denotes the (c,d)-th element of /2. We make the following assumption on &;.

Assumption I1 Foralll =1,...,nTp, El i "(0,1) with E [El] < cg for some constant cg < oco.

For simplicity, we assume that ¢; is independent of e, for [ # k. We can relax the independence
assumption to zero correlation but with more tedious calculations. Under Assumption I1, the

covariance matrix of V{; ;y and V{; ) is given by

(cd) —
F(zt,js) = (7(101633)) E |:‘/(i,t)vv(/j,8):| - R(ivt)R,(j,s)7 (6)

(cd)

(it.js)" Accordingly, the covariance matrix

Jur = ZZth

1,j=1t,5=1

where the (c,d)-th element of I ;s is denoted by v
can be restated as

and the (c, d)-th element of J,,r is

nTp
ot = 5 5 (3500, 00,)

,j=1t,s5=1

Assumption 12 For alll =1,..,nTp,c=1,...,p, and (n, T), 31", Zle ‘ (it), l‘ < cR for some
constant cr, 0 < cp < 0.

Assumption 13 There exist q1,q2 > 0 such that

n T n T
1 1
52 2 Paeanlldff < oo and == 0 > 7 |[Pio || it < oo

t,j=1t,s=1 i,j=1t,s=1
for alln and T, where ||A|| denotes the Fuclidean norm of matriz A.

Assumptions 12 and I3 impose the conditions on the persistence of the process. If |aCd| < cy

for a constant ¢, > 0, then Assumption 12 holds if Y ;" , Zt NG (ft)j ) (thS)’
)

can be regarded as the (absolute) change of V(( h in response to one unit change in sgj)) the
summability condition requires that the aggregate response to an innovation be finite. Assumption

| < ¢g/co. Since |7



I3 implies that I ;5) decays to zero fast enough as d;; and dys increase so that the two summability
conditions hold. These conditions hold if

1 n T n T » )

nT Z Z ergif,a,b)rg}iz,a,b) df} < oo, (7)
i,j=11,5=1 |a=1 b=1

1 n T n T © @

nT Z Z sz(it,a,b)f(js,a,b) dfy < oo (8)

Il
—
o
I
—

i,j=1t,5=1 |a

for all ¢ and d. (7) and (8) imply that as d;; or d;s increases, the corresponding two row vectors

. ~ = ~(c ~(c ~(d ~(d
in Ry and Ry ), (T((it),l,l)’ 9 ) and (ng;l,l)’ ... ,r((j;n?T)

T itn T ) become nearly orthogonal. As
the row vector represents the aggregate response of a unit to all the innovations, this assumption
implies the responses of two units become independent as they become spatially or temporally
distant. Assumption I3 enables us to truncate the sum of I'; ;5) and downweigh the summand
without incurring much bias.

As Assumption I3 implies, the key property of d;; is to characterize the decaying pattern of the
spatial dependence. In addition, we assume that d;; satisfies the properties of a distance measure
in a metric space: (i) d;; > 0, (ii) di; = 0, (iii) di; = dji, and (iv) di; < d; + dij. In practice,
nonetheless, the symmetry condition (iii) may not hold for some candidates of economic distance.
Conley and Ligon (2000), for example, notice that transportation costs among countries violate
this condition if tariff barriers are asymmetric. In such a case adjustment should be made.* This
adjustment does not affect the asymptotic properties of our estimator from a perspective of the
measurement error problem as explained below.

Distance measures observable to empirical researchers usually contain measurement errors, and
the results in this paper can be generalized to the case when d;; is error contaminated. Following
KS, we can show that our asymptotic results are still valid under the following conditions: (i)
the measurement error is independent of ¢; for all [; (ii) it is of order o(d,) as d, increases; and
(iii) the first summability condition in Assumption I3 holds with the error-contaminated distance
measure. In this paper, however, we do not consider measurement errors for simplicity.

Let

n n

bin=> Wdij <dp}and ly =n"") L.

j=1 i=1

{; n is the number of pseudo-neighbors that unit ¢ has and /,, is the average number of pseudo-
neighbors. Here we use the terminology “pseudo-neighbor” in order to differentiate it from the
common usage of “neighbor” in spatial modeling. We maintain the following assumption on the
number of pseudo-neighbors.

Assumption I4 Foralli=1,...,n, {;, < cl, for some constant c.

Assumption 14 allows the units to be irregularly located but rules out the case that they are
concentrated only in some limited areas. To be symmetric, we also define

T

T
=) Hdis <dr}and by =T7' Yy =2dr +1 -
s=1 t=1

dT(dT -+ 1)
T )

“In Conley and Ligon (2000), the asymmetric transportation costs are replaced by the minimum cost between
two countries.



where —dp(dp + 1)/T is an adjustment coming from the points near the boundary.

In order to obtain the properties of the estimator in Theorem 1 below, it is important to
control for the boundary effects. That is, the effects of the units near the boundary should
become negligible as the sample size increases, so that the asymptotic properties depend only on
the behavior of the units in the interior. We define

n

E,={i:li,="0,+0y)}, m 221{2'6En},n2:n—n1
i=1

ET = {t : gt,T = ET —i—O(ZT)}, T1 = Z 1 {t S ET} and T2 =T— Tl.
t=1

FE,, and Er represent the nonboundary sets in the spatial and time dimensions. n; and 77 denote
the sizes of E, and Ep and ne and T, denote the sizes of the boundary sets. These definitions
imply that the size of a boundary set depends on choice of the bandwidth parameters. We can
mitigate the boundary effects by raising d,, and dp slowly as n and T increase to make the interior
large enough. Provided that ng/n and T/T are o(1), the boundary effects are asymptotically
negligible. When units are regularly spaced on a lattice in R2, ny/n = o(1) if £,/n = o(1).
T5/T = o(1) holds if ¢7/T = o(1).

3.2 Increasing-smoothing asymptotics

We present the consistency, the rate of convergence, and the AMSE of the covariance estima-
tor J,7 and the limiting distribution of the Wald statistic W, under the increasing-smoothing
asymptotics. We begin by introducing the assumption on the kernel used in the covariance esti-
mator.

Assumption I5 (i) The kernel function K (-) satisfies K(0) = 1, |K (z)| < 1, K(z) = K(—=z), K(z) =
0 for |z| > 1. (ii) For all x1,x2 € R there is a constant, c¢g, < 0, such that

|K(z1) — K(z2)| < ecp |21 — 22| .
(iii) £, 1 > i1 K? (‘;—:) — Ky for alli € E,.

Examples of kernels which satisfy Assumptions I5(i) and (ii) are the Bartlett, Tukey-Hanning
and Parzen kernels. The quadratic spectral (QS) kernel does not satisfy Assumption I5(i) because
it does not truncate. We may generalize our results to include the QS kernel but this requires
much longer proofs. Assumption I5(iii) is more of an assumption on the distribution of the units.
When the observations are located on a 2-dimensional integer lattice and d;; is the Euclidian

distance, we have
1— :c2 1
/ / x? 4+ y? )dydx:2/ rK2(r)dr.
0
In finite samples, we may use

612K2< )

1,j=1



for K;. Similarly we define

6_12K2<dt5> /K2 Ydr == K.

The asymptotic variance of jnT depends on J, the limit value of .J,,7:

Ji= lim JnT - n%goo nT Z Z (it.gs):

n,T—o0
i,j=1t,s=1

Assumption 16 Fori € E, andt € Ep,

lim war

1
n,T—o00 \/EHTT Z Z ‘/(j,s)

Jidij<dp s:dts<dr

Assumption 16 states that the covariance matrix defined locally for each nonboundary unit
converges to the same limiting value of J,r. This assumption is related to covariance stationarity
but weaker. It is implied by covariance stationarity but it can hold even though covariance
stationarity is violated. Stationarity seems to be a very strong assumption especially in the spatial
dimension because a spatial process is nonstationary simply if each unit has different numbers
of neighbors. This assumption is similar to the homogeneity assumption in Bester, Hansen and
Conley (2011). They assume that the covariance matrix in each cluster converges to the same
limit.

The asymptotic bias of Jor is determined by the smoothness of the kernel at zero and the
decaying rates of the spatial and temporal dependence in terms of d;; and dis. Define

1-K
Ky = lim 1K)

I for go € [0, 00).

and let ¢ = max{qp : Ky, < oo} be the Parzen characteristic exponent of K(x). The magnitude
of ¢ reflects the smoothness of K(x) at x = 0. Under the assumption that ¢ < ¢; with i = 1,2,
we define

(@) _

p\? = n%;gmu ), where b@) = — Z Z T (it js)des
i,j=1t,s=1

(@) _ (@)

by’ = n%}gloobT , where b T 21 t21 L, ]S)dts
7] S

Next we introduce additional assumptions required to obtain the asymptotic properties of T

Assumption 17 (i) VT (B - 50) =0,(1). (i) (nT) 2 ", STy = 0, (1).
(iii) (nT) "2 0 7| Ky = O, (1) (iv) sup,, EX2 < oo.

Assumption I7 is rather standard. It excludes the case of strong spatial dependence, which is
considered in Gongalves (2010).

10



We define the MSE as

MSE (nijnTaSnT> _

- , -
ity 7 ETE [vec(JnT JInr) Sprvec(Jpr — Jn )] ,

where S,r is some p? x ]22 weighting matrix and vec(-) is the column by column vectorization
function. We also define J,p as the pseudo-estimator that is identical to J,7 but is based on the
true parameter, Gy, in place of 3. That is,

1 & & d d
3 . i ts /
= nT ijzzl tsZ=1K <dn> " <dT> JCOMEE)

Under the assumptions above, the effect of using B instead of By on the asymptotic property is
op(1) as shown by Theorem 1(c) below. Therefore, we can use J,7 to analyze the asymptotic
properties of J,1.

Assumption I8 Fori=1,...,p, E|BZ\2 < 00, where Bl is the i'" element of B

Assumption I8 rules out the case when B has an infinite second moment (Mariano, 1972; and
Kinal, 1980) which causes the underlying estimation error to dominate the MSE.?

Assumption 19 S, 1 is positive semidefinite and S,1 2s for a positive definite matrix S.

Let tr denote the trace function and K,, denote the p? x p? commutation matrix. Under the
assumptions above, we have the following theorem.

Theorem 1 Suppose that Assumptions I11-16 hold, d,,,dr — oo, ng = o(n), To = o(T"), £, = o(n)
and by = o(T).

(a) lim, 700 %var (vecjnT> = KC1/Co (Ipp + Kpp) (J @ J).

(b) If dr/dy — cg > 0 as n, T — o0o. Then, limp 1o d(EJur — Jur) = — K4 (bg‘” + c;qbgD)

A

(c) If Assumption I7 holds and dil,lr/ (nT) — 7 € (0,00), then ,/% (JnT - JnT> = Op(1)

and \/% (jnT — jnT) = op(1).

(d) Under the conditions of part (c), Assumptions 18 and 19,

. nl .
n,%l?oo MSE <€n£T, JnT; SnT)

— tim MmsE(E g
n,T'—oo gngT

1 _ ’ B _
— —K2vee (M7 + 0" ) Svee (07 + ¢ b ) + KaKatr (S + Kpp)(J ©.7))

T

®Instead of Assumption I8, we can consider asymptotic truncated MSE as Andrews (1991) and Kim and Sun
(2011).
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Theorem 1(a) and (b) show that the asymptotic variance and bias of .J,r depend on the
choice of d,, and dp. When we increase d,, and/or dr, the asymptotic bias decreases while the
asymptotic variance increases. The second part of Theorem 1(c) states that, in comparison with
the variance term in part (a), the effect of using V(Z #) instead of V{; ;) in the construction of Jor

is of smaller order. Therefore, the convergence rate of Jor is obtained by balancing the variance
and the squared bias of J,p. Accordingly, the rate of convergence of J,r is \/nT/ ({plr). If we
set £, = O(d;") and ET = O(d") for some 7, > 0 and np = 1, then the rate of convergence under

the rate condition dplf, 07/ (nT) — 7 € (0,00) is (nT) =9/ Gatmtnr)
As Jy7 is consistent, the limiting distribution of the Wald statistic is the Xg distribution. This
is rather standard. Under Hy,

d d
Wyr = X5 and Fur = X3 /g.

4 Optimal bandwidth selection procedure

This section presents optimal bandwidth choice that minimizes an upper bound of AMSE of Jor
and proposes a parametric plug-in procedure for practical implementation.
Let

B11 = vec (bgq)), Snrvec (bgq)) , Bag = vec <b§q)>/ Snrvec <b§q)> , B1a = vec (bgq)>/ SnTvec (bgq)> .
Then, up to smaller order terms

B Bis  Bas

N
AMSE = K2 (d 2t d24> + 2Rt [Sut (Ip + Kpp) (J © )

B, B (ol

<2K? <d21ql + d22!12> + T/C1/C2t1" [Snr (Ipp + Kpp) (J @ J)]
T

= AMSE*,

where the inequality holds by the Cauchy inequality. AMSE* can be regarded as AMSE in the

worst case:

AMSE* = max AMSE,
GRS

where
B = { (60087 s vee (o) rvoe (17) = B, veo (1) Survee (1) = o .

We select (d}, d}) to minimize the AMSE*:

9)

B B 1~
(dy,,dy) = arg manK2 ( L 22) K
dy,dr

2 2
29 g
where C' = tr [S,r(Ipy + Kpp) (J ® J)].

Here we use the AMSE* instead of the AMSE as the criterion. In the HAC estimation
literature, it is standard practice to use the AMSE criterion, e.g. Andrews (1991) and Newey and

12
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Figure 1 — Level curves of d;; and d7, as functions of spatial and temporal dependences

West (1994). In our setting, though, it is intractable. The source of the problem is that Bjs can be
negative. In theory, we may choose d,, and dr to zero out the bias terms under some conditions.
For example, consider the case B1os = —+/B11B22. This may occur when we are interested in a
single component of 3. In this case, bandwidth parameters satisfying d} /d%. = /B11/Bss make
the first order bias terms cancel out with each other. Therefore, in theory, we need to select
d, or dr to tradeoff the second-order bias with the variance. However, this choice is infeasible
in practice. As Bji/Bgo is unknown, we have to estimate this ratio and the estimation error
is of the same order as the first order bias. So the first order bias cannot be reduced by an
order of magnitude in practice. Our minimax criterion avoids this problem. It is also simple to
implement, as d;; and d} depend only on two bias terms but not on their interaction Bis. It also
effectively controls for the AMSE in terms of an upper bound, which is achievable under some
data generating processes.

Under the boundary condition in the time dimension, we have ¢p/T — 0, {7 = 2dp + o(dr).
In some cases, it is also possible to approximate £,, as a function of d,,. For example, if individuals
are located on a 2-dimensional lattice and the Euclidean distance is used, ¢, = md2 would be
a reasonable approximation. With the specification of ¢, = «a,d2" and ¢t = ard’¥, we obtain
explicit formulas of d}, and d7} as follows:

1/(2q+mn+nT)
JF — 4QK3_B1£ T nTBll nr/[2¢(2¢+nm+n71)] (10)
" NnanarK1KoC 1 Bas ’
= _— T . 11
T nTanaTlclKQCn <77TB11> ( )

The optimal bandwidth formulae in (10) and (11) show that the degree of persistence in one
dimension affects both d; and d} but in opposite directions. For example, if a process becomes
spatially persistent, d is increased to address the increasing bias, which comes from the usage
of kernel truncation in the spatial domain. But, the increase of d;, at the same time, magnifies

the variance term. Therefore, in order to minimize the AMSE*, d7. is decreased to moderate the
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inflation of the asymptotic variance. Figure 1 illustrates this relation of d};, and d}. with different
dependence structure. The two graphs are the level curves of dy and d7. as functions of A and p,
which determine the temporal and spatial persistence respectively in the following DGP:

Vi = AVt +ug, wp = pWhug + ¢ and 4 ~ (0, 1,),

where V;, u; and €; are n-vectors such as V; = (V(l,t)a Vo)« V(n,t)), and W, is a spatial weight
matrix. These two graphs indicate that d; increases as spatial dependence increases or temporal
dependence decreases and that d}. increases as temporal dependence grows or spatial dependence
is reduced.

The corollary below gives a precise sense that (d},d}) is optimal.

Corollary 1 Suppose Assumptions 11-19 hold. Assume that {, = and and by = arpd¥ for
some Mp,nr > 0, ap, = a1 + 0o(1) and ar = ag + o(1). Then, for any sequence of bandwidth
parameters {d,,, dr} such that dadl,lp/ (nT) — 7 € (0,00), {d, %} is preferred in the sense that

lim max MSE ((nT)QQ/ Qatnntnr) | J o (dy, dp), SnT>
n,T—o0 <bgq)’béq))€%

~  max MSE ((nT)2q/ Qatmmtnr) | Jor(ds, ), SnT) > 0.
(b(Q) b(‘l)) cB
1 72

The inequality is strict unless dp, = d};+o ((nT)l/(2q+”"+nT)) and dr = d5+o ((nT)l/(2q+""+"T)> .

Our bandwidth selection procedure does not apply directly to the rectangular kernel estimator,
and more broadly, flat-top kernel estimators because their asymptotic bias is of smaller order
than that in Theorem 1(b). However, it is interesting to consider flat-top kernel estimators
because they are higher-order accurate. This is particularly important in our setting because the
rectangular kernel is completely compatible with the adaptiveness of our estimator as explained
below while finite-order kernels yield some discrepancy. In time series HAC estimation, Andrews
(1991, footnote on p. 834) and Lin and Sakata (2009) suggest a practical bandwidth rule for
the rectangular kernel estimator based on the AMSE criterion. Sun and Kaplan (2010) explore
this problem rigorously and provide a bandwidth selection procedure that is testing optimal. We
extend these methods to the present setting. For any finite-order kernel estimator set as the
target, we can select the bandwidth parameters for the rectangular kernel (dj.,,dy..r) such
that the rectangular-kernel-based covariance estimator has a smaller AMSE*.

Let Kiar () be the target kernel and (dj,.,,, d,,. ) be its optimal bandwidth parameters. Given
b, = ady™ and b7 = ale}T, if we set

= 1/nn = L/nr
d* — g <,§tar,1 ) and d* ?ar,T (’?mm > : (12)

rec,n tar,n rec, T’ —
' ' ,Crec,l ' ,Crec,Q

then the asymptotic variance of the rectangular-kernel estimator is the same as that of the esti-
mator based on the target kernel. However, under some smoothness conditions, the asymptotic
bias of the rectangular-kernel estimator is of smaller order. As a result, the rectangular kernel
estimator has smaller AMSE* than that based on the target kernel.

14



The unknown values such as Bjj, B2e and C in the optimal bandwidth formula (9) can be
estimated in a parametric (e.g. Andrews, 1991; and Kim and Sun, 2011) or nonparametric way
(e.g. Newey and West, 1994). In this paper, we suggest a parametric plug-in method. We consider
the following four different spatiotemporal parametric models, which are introduced in Anselin
(2001):

Vi = pe WAV +20), (13)
Vi = AViiay e WOV (), (14
VD = AV ) + 6 [Wﬁc)vt(c)}ﬁég?t) (15)
v =V, +¢c[ ¢ Vt(c)L-i- [W,§C>V(C>] +e) (16)

where 550)” ted (0, 0¢c) and [W,(L )V(C)]i is the i element of vector W, Vt(c). The spatial weight

matrix W,g) is determined a prior: and by convention it is row-standardized and its diagonal
elements are zeros.

For an illustrative purpose, consider the model in (13). It can be rewritten recursively as
follows:

Vl(c) _ pCWT(Lc)VO(c) n Inégd
2
V2(c) _ pz (Wr(LC)> VO(C) + ch#)égc) + Inégd

Vi) = pl (W,(f)) Vo + oL~ (Wﬁf)) &0+l (WT‘P)T T b LAY

Imposing the initial condition of Vi = 0, we can estimator p. by OLS with Vt(c) = (f/((lci), e V((Tf)t))’ .

We define

I, ift—s=0
He) _ ) L
Rts - chn s ift—s5>0
0, otherwise,

and

f{({z)

(3,t) = [Rg?w R}Eg)w ceey Rﬁ?z] 3

where R( ) denotes the i-th row of RES). Consequently, we approximate .J, b(q) and b( 9 by

J(e.d) =72 Z Z ( (m) (ﬁ >>/ (17)

ij=1ts=1

B9 (¢, d) = Ted Z Z ( (m)> (ﬁz ))'dgj, (18)
ij=1ts=1

b (e, d) = 7 Z Z ( (”)) (f% )),d;]s, (19)
ij=1t,s=1
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where
Oed = 0T —11) —1 (é(C))/ (é(d)) ’

gl — é(c) o é(c) !, A(C) V(C) and & 2(0) — V(C) —p W(C)V(C) for t > 2. Substituting these
1 T t t g

estimators into (9) for the true parameters, we obtam the data driven bandwidth parameters,
(dn, dr) as follows:

N Bu B bl -
2 11 22 ntT

where

Bus = vee (B9 Supvee (i9)
Egg = vec < ) nTVG < ) y
02y

C=tr [snT(I + Kpp)(J J)}

Correspondingly, using the specification of £,, = a,,d;,, we obtain

R 4qK§B11 1/(2q+nm+n7) nTBH nr/[12¢(2q+nn+n7)]
dn = ———nT - , (21)
MO o K1 Ko C MnBaa
R 4q KZ 322 1/(2q+nm+n1) - E22 Nn/[2¢(2q+0n+n7)]
= Bl _ . (22)
nromorkKiKoC nrB11

It also follows

c 1/n 1/nr
7 7 ,Cta'r,l " 7 7 Icta'r 2
drec,n = dtar,n = and drec,T dtarT .
,Crec,l ICrec,Q

Since the models in (14), (15) and (16) can be rewritten as

Ve :()\CIn + ch,(f)) v;(f)} + &9
Vi = [ (= 0awi?) ] |- oame) 0]

i

vy = (1= 0av0) ™ (o pa ) 1) + [ (- aa9) "]

i

we can derive the data-dependent bandwidth parameters with these models using the same pro-
cedures as (13). While the OLS estimator is consistent for (14), it is not for (15) and (16) due
to the endogeneity of | ,sc)‘/;(c)]i. For these models, we can obtain consistent estimators using
QMLE as follows:

) 11 @) (260
+zacch;(€t ) <5t )

See Yu, de Jong and Lee (2008) for details. However, we argue that the simple OLS can still
be used for (15) and (16). Since the parametric models are most likely to be mis-specified, the

oA o1 1
</\C,¢C,pc,acc) = argmin —Ino,. — —1In
AesPesPesOce n
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QML estimator is not necessarily preferred. In addition, as argued by Andrews (1991), good
performance of the estimator only requires (cfn, dT) to be near the optimal bandwidth values and
not to be precisely equal to them. Furthermore, OLS estimation is computationally much less
demanding.

5 Comparison with CCE, DK and KS estimators

For comparison, we examine the asymptotic properties of the CCE, DK and KS estimators based
on our data representation in (4) and (5) under the increasing-smoothing asymptotics. We also
derive the optimal bandwidth parameters for DK and KS estimators using the AMSE criterion.
5.1 CCE

The CCE is defined as

nT: szltvzs

'thsl

Define J4 o7 in the same way but with V(l 1 replaced by V(; ;. The crucial condition for j;?T
to be consistent is that covariates for two different individuals (or clusters) are uncorrelated,
ie. EV(M)V( is) = 0 if ¢ # j. Under this condition, J4 <7 is Trobust to heteroskedasticity and
arbitrary forms of serial correlation. Our spatiotemporal representation accommodates spatial
independence by imposing the following restriction.

Assumption 110 7 ;) =0 if i # j.

Under Assumption 110,

T

nT_anZn:ZE[ Vi) = T

i=1t,s=1

Assumption 111 For all 1,

hm var (\/>szs) =J.

Assumption I11 implies the homogeneity of var(T‘l/ 2 ZZ=1 Vii,s)), under which we can derive
the asymptotic variance of J/%. in Theorem 2(a) below.

Theorem 2 Suppose that Assumptions I1, 12, 110 and I11 hold.
(a) limy, 7—0om - var (vec(j;:‘T)) = (Ipp +Kpp) (J @ J).
(b) If Assumption I7 holds, then \/n (j;?T - J;;‘T> = 0p(1) and \/n <j7‘14T - j;;‘T) = o0p(1).

Proofs are given in the appendix. Theorem 2 implies y/n-convergence of j;?T as n,T — o0,
which is consistent with Hansen (2007).
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5.2 DK estimator

The DK estimator is based on the time series HAC estimation method with cross-sectional aver-
ages. The estimator is defined as

n T
B 1 d A
DK __ ts !
T = o S K (5 VeV
i,j=1t,s=1

Similarly, we define jTI?TK as above but with ‘Af(w) replaced by V/; ).
For the asymptotic properties, we introduce the following assumptions in place of Assumptions
I3 and I6.

Assumption 112 There exists qo > q such that

1
nT S T tgsll df2 < 0o

ij=1t,s=1

for all n,T.

Assumption 113 Fort € Er,

lim var ! i Z Vije | = -

n,T'—o0 n
S

Compared with Assumption I3, Assumption 112 is sufficient for j,’?TK because it does not suffer
from the bias due to kernel downweighing in the spatial dimension. Theorem 3 below gives the
asymptotic properties of JQQ K.

Theorem 3 Suppose that Assumptions 11, 12, 15(i) and (i), 112 and 113 hold, and dr — oo,
ET = O(T).

(a) limy, 7o %var (vecjﬁ?) = Ka(Ipp + Kpp) (J @ J).
(b) limy, oo dL(ETDE — Jop) = —K b5

(c) If Assumption I7 holds and d%qZT/T — 7 € (0,00), then ,/% (ngK - JnT) = Op(1) and

\/g (jr?TK - jnDTK> = op(1).

(d) Under the conditions of part (c¢) and Assumption 19,

T . r -
lim MSFE -, JnDTK7SnT = lim MSE VIR J’rLDTK?S
n,T—0co br n,T—o0 Ly

1 / _
= ;Kg (vec bgq)> S (vec béQ)> + Kotr [S(Lpp + Kpp) (J @ J)] .
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Theorem 3(a) and (b) imply that jfTK is consistent if dp — oo and ¢p = o(T'). The rate of
convergence obtained by balancing the variance and the squared bias is 7~%/(2¢t77)  Therefore,
the rate of convergence of .J, is faster than that of jfTK if T = o(natnr)/in),

The optimal bandwidth parameter of jnDTK based on the AMSE criterion is

1/(2¢+nT)
wK:<%@®%g |

_ 23
T nrarkC (23)

where C' = tr [Spr(Ipp + Kpp)(J ® J)]. Following Andrews (1991) and Newey and West (1994),
we can obtain the data-driven bandwidth parameter.

5.3 KS estimator

Analogous to the DK estimator, we can also consider the usage of spatial HAC estimation applied
to time series averages, especially when n is large. The KS estimator based on the time series

averages is
1 &« d;
7KS _ o\ 7t
75 = o 20 K () VooV,

i,j=1t,s=1

Let jffTS denote the infeasible version of jﬁﬂs with ff(i,t) replaced by V/; ).

Assumption 114 There exists q1 > q such that

1 & &
nT Z Z D Git,js) || 4 < o0

ij=1ts=1

for alln,T.

Assumption 115 Fori € E,,

s=1

T
1
li — Vig | =J.
b v mj.d% 2 Vi
Uiy xUn

Theorem 4 below gives the asymptotic properties of jéffs .

Theorem 4 Suppose that Assumptions 11, 12, 14, 15, 114 and 115 hold, ny/n — 0, £y, d, — o0
and yp/n — 0.

(a) limp, 700 g-var (vecjﬁps) = K1(Lpp + Kpp) (J @ J).
(b) limy, oo dU(EJES — Jop) = —K b9

(c) If Assumption I7 holds and d20,/n — 7 € (0,00), then \ T (jT{%S - JnT> = Op(1) and

i (J55 = JI55) = 0,(1).
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(d) Under the conditions of part (¢) and Assumption 19,

lim MSE <” JKS snT> — lim MSE (” JKS S)

n,T'—oo fn, nt > n,T—o00 €n7 nl>

1 / _
=~ KZvec (bi”) Svec (bgq)) + Ratr [S(Lyp + Kpp) (J @ J)] -

If we can characterize ¢, = a,d", Jur achieves the faster convergence rate than jffTS if
n = o(T2a+m)/1m)  The optimal bandwidth based on the AMSE criterion is

1/(2g+nn)
20K2B
dKS — <q e ) . (24)

__—"n
nnanlclc

We can obtain the data-driven bandwidth parameter following KS.

6 Adaptiveness of -

6.1 Flexibility

A

Jnr is flexible in the sense that it includes the estimators in the previous section as special cases,
reducing to each of them in large samples with certain choice of the bandwidths and kernel
function. In order to illustrate the flexibility, we first introduce the generalized CCE, ijﬁ“:

n T
A 1 d A
GA _ ts !
Jat = T Zl Zl Krp <dT) V(z‘,t)V(i,s)a
1=1 t,s=

where Krp(z) = 1{|z| < 1} is the rectangular kernel function.
The following proposition shows the asymptotic equivalence of J,7 to the existing estimators
with certain sequences of d,, and drp.

Proposition 1 For Jor with the rectangular kernel,
(a) Ifd, — 0 as n — oo, then Jur — JGA = 0,(1).
(b) If bu/n — 1 as n — oo, then J,p — J2E = 0,(1).
(c) If br/T — 1 as T — oo, then Jur — JE5 = 0,(1).

The flexibility of our estimator relies on the property that the rectangular kernel does not
downweigh the covariances between spatially or temporally remote units. In contrast, jnT with
finite-order kernels does not completely reduce to jT?TK and jfTS with large d, and dr, getting
close to them though.
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Figure 2 — Adaptiveness of I

6.2 Adaptiveness

While Jor has advantages in terms of robustness over j A and in terms of efficiency over j K S and
J K for certain dependence structure, one of the ex1st1ng estimators is expected to out- perform
the other estimators. If a process is spatially highly persistent, JnT is expected to out-perform
the other estimators in that it is robust to arbitrary forms of spatial correlation. For the same
reason, J,, K 9 tends to perform better than the others, if a process is temporally highly persistent.
J is more efficient than the other estimators in the absence of spatial correlation.

The attractiveness of our estimator J,r is that, with the data-driven bandwidth choice, it
becomes close to the estimator that is expected to perform the best. This adaptiveness is the
novel feature of our estimation method. It practically automates the selection of covariance
estimators. As illustrated in Figure 2, adaptiveness arises from the flexibility and automatic
bandwidth selection procedure. In case that a process is spatially highly pers&stent the automatic
bandwidth selection procedure yields large d, so that J,p gets close to J . Analogously, Jor
becomes close to JnT if a process is very persistent in the time dlmensmn. In the absence of
spatial dependence, Jor becomes close to jff‘ with small czn

It should be pointed out that finite-order kernels do not achieve complete adaptiveness be-
cause downweighing restricts its flexibility in bridging the existing estimators. We can fix this
by employing the rectangular kernel. In this case, with appropriate bandwidth choices, Jor is
asymptotically equivalent to the best estimator. The bandwidth selection rule in (12) meets the
requirement, as the selected bandwidths from (12) are proportional to those from (9).6

7 Fixed-smoothing asymptotics

7.1 Limiting theory for J.r under fixed-smoothing asymptotics

Following Conley (1999), we assume that, given a distance measure, it is possible to map the
individuals onto a 2-dimensional integer lattice so that d;; can be expressed in terms of the lattice

6 Another issue with rectangular kernel estimators is that they are not positive semi-definite. Politis (2011)
and Lin and Sakata (2009) propose simple modification to the estimator to enforce the positive (semi) definiteness
without sacrificing efficiency. In our simulation, we use the method suggested by Politis (2011).
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indices. Suppose that the locations are indexed by (i1,i2) = [1,2,...,L,] ® [1,2,..., M,]. We
can then rewrite the sample moment conditions that define 3 as

L, M, T
L MTzzzlzlﬂz (i1,82,t) —

i1=112=1 t=1

where V(im-%t) is associated with an observation located at (i1, i2) and time ¢. As we do not assume
the presence of an observation at every lattice point, we introduce the indicator function 1;, ;, to
denote the presence of an observation at a particular lattice point (i1,72). Using this indicator
function, we define

‘/(jl,ig,t) - 1i17i2 ‘/(ilai%t)’ ‘/(;1,1:2,0 - 1i1:i2 .V.(i17i27t) and XEkil,’L'Q,t) = 1il,i2X(i17i27t)'
We maintain the following high level assumptions.

Assumption F1 The functional central limit theorem

1 [r1Ln] [roMy] [7T)

\/7 Z Z szl,zz,t)_)AW (7“1,T2, )

i1=1 i9=1 t=1

holds for all (r1,r2,7) € [0, ] where AN = J and W, (r1,72,7) = (W(l) (ri,mo, 7). .. W) (7’1,7’2,7'))/

s a p-dimensional independent Wiener process with covariance given by

cov <W(i) (ri,7m9,7) ,W(j) (v1, v, n)) = 0;; min (71, v1) min (72, v2) min (7, k)
with 6;; being the Kronecker delta.
Assumption F2 For all (r1,72,7) € [0,1],

[r1Ly] [reMy] [7T]

L M T Z Z ZXZ1,127 11,22 t) £>"’.17'27-62_1

i1=1 i2=1 t=1

for some positive definite matriz Q.

Assumptions F1 and F2 follow BCHV and Sun and Kim (2010). Under the above assumptions,
it is easy to see that

Ln M, T -1 Ln M, T
I CE R P o 9 3) DECAE ) IEELS) 5 95 SN

i1=112=1 t=1 i1=11i2=1 t=1
L QAW, (1,1,1) := A*W, (1,1,1). (25)
Therefore,

[r1Ln] [roMy] [7T)

\/7 Z Z Z lwzat)

i1=1 i9=1 t=1

[r1Ln] [r2Mp] [7T)] (11 L] [ Mn] [FT]
\/7 121 221 ; (i) ~ LM, T MT 121 221 ;X(u,m X (i t)\/i(ﬁ ﬁ)

4 A W, (11,72, T) — r1r2™W, (1,1, 1)]
= ABp (7’1, 7’2,7’) y
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where By, (1,72, T) is a p-dimensional tied-down Brownian sheet. The second term in the equality
reflects the estimation uncertainty in 3. We introduce the following assumption on the distance
measure in the spatial dimension.

Assumption F3 Let d
(jl,jg). ThETL,

i) (j1,jo) denote the distance between the two units located at (i1,i2) and

d(i11i2)7(j17j2) — d (Zl - .71 12 _]2)
mn dn ’ dn
Assumption F3 implies that d(ilm)’(ﬁ jo) 18 the function of 71 —j; and i9—jo and is homogeneous.
This is not overly restrictive. p-norm distances that are usually employed in practice satisfy this
assumption.
Let by = dy /Ly, ba = d,,/M,, and bs = dp/T. Suppose that the level of smoothing is held
fixed such that b1, by and bs are fixed constants. Under Assumption F3, we have

- on 11—,71 ig—J2 t—s
nt 1= L,M,T MT Z Z ZK < M, T >V(11,22,)V(31,J27)

i1,J1=119,j2=11%,5=1

where
z

Ky (z,y,2) =K <bx1’ %, bg,) and K(z,y,z2) = K(d(z,y))K(2).

We also define K,,(z,y) = K(d(x,y)) and K,;(z,y) = K(d(x/b1,y/b2)) where the subscript ‘n’ is
used to differentiate K, a new function of two variables, from K, a function of a single variable.
Note that K, does not depend on the sample size n.

Assumption F4 (i) K(-) is symmetric with K(0)=1, |K(2)| <1 (i) fo Io" Kn(z,y)zdedy <
00, fo fo (z,y)ydxdy < oo, fo fo (z y)xyda:dy < o0 and fo z)zdz < oo. (ii1) The

Parzen chamctemst@c exponent of K (-) is greater than or equal to 1.

Since K (-, -, -) is square integrable, it has a Fourier series representation:

—Ji 22—]2 t—s -1 io — J2 t—s
K Aktm ml| —
b < L, s M, > Z k,6,m®Pby k < L, > Pbo,l < M, ) D3, ( T )

k4 m=1
=3 hodz by o (_dL g2 s
k(m b,kfm L M T b,klm Ln’ Mna T)°
k,l,m=1

where ¢y 1 () = exp (i%w(k: — 1)) and {(I)bykgm (}J , M , T) Dy kom (—g—;, —]\%, —%)} is an or-
thonormal basis for L2([0,1]3 x [0,1]?) and the convergence is in the L? space.
It follows from Assumption F4(i) that

o0
> Mrgm =1

k4 m=1

Using the representation, we can obtain the following result:
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Proposition 2 Let Assumptions F1 - F3 hold. For by, b, b3 € (0,1}, we have

~

1
Jnr LAY [/ Ky (r1 —v1,79 — v2,7 — k) dBy (r1, 72, 7) dB}, (v1,v2,K) | A", (26)
0

Here and hereafter, we use “[” to indicate multivariate integration to simplify the notation.
It is interesting to note that the limiting distribution of Jor is exactly analogous to the one in
the time series setting. See Sun, Phillips and Jin (2008).

Define the centered version of the kernel function Kj (-,-) as

1
K; ((r1,72,7), (v1,v2,K)) =Ky (r1 —v1,72 —v2, 7 — k) — | Ky (21 — v1,91 — v2,21 — k) deidyidz
0

1
- / Kp (11 — 22,72 — Y2, T — 22) dwadyadze
0

1
+/ Ky (21 — 22,11 — Y2, 21 — 22) dx1dy1dzidzadyadzs.
0

Using K} (-, ), (26) is equivalent to

1
A {/ Ky ((r1,72,7) , (v1,v2, K)) AW, (11,72, 7) AW, (vl,vg,&)} A (27)
0

In (27), the integration is with respect to the standard Wiener process because the centered kernel
function captures the estimation uncertainty in 5. With (25) and (27), we can show that under
HOa

Fyr =V'nT [R (B - ﬁo)}/ (RQnTjnTQ;LTR,) B VnT [R (5 — ﬁo)} /9

1 —1
<, (RA*W, (1,1,1)) (RA* [/ K; ((r1,72,7) , (01,02, K)) AW, (11,72, 7) AW, (v1,v2,/<c)} A*’R’)
0
X (RAW, (1,1,1)) /g

1 —1
iW_(/] (1)1)1) [A KZ ((Tl,TQ,T),(’U]_,’UQ,H)) de (Tl)r277—) dW; (’Ul,’UQ,Ii):| Wg (17171) /g
::Foo(gab)7 (28)

where the equality in distribution holds because RA*W,(z, vy, z) 4 R*Wy(x,y, z) for a Wiener
process W,(,y,2) and some g x g matrix R* such that R* (R*) = RQJQ'R’.

Because of the random limit of J,7 with fixed by, by and bs as n, T — oo, the distribution of
F(g,b) is nonstandard. As by, by and by — 0, however, the effect of this randomness diminishes
and gFu(g,b) converges in distribution to the x§ distribution.

7.2 Expansion of the limiting distribution and F-approximation

We present the asymptotic expansion of the distribution of Fio(g,b) in (28) and establish the
validity of a standard F-approximation.
Let

1
/ Ky ((r1,72,7) , (01,02, K)) AWy (11,72, ) AW (v1, 02, k) = < B ’>
0 V21 V22
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where vy is a scalar. Following Sun (2010), we can show that

P{gFoo (g, b) S Z} = EGg (Z (UH — U12U521U21)) = EGg (ZUll.Q) N

where Gy () is the cdf of a central Xf; variate and vi10 = vi1 — v12v2_21021. As by,by and by — 0,
we expect vi1.2 to be concentrated around 1. By taking a Taylor expansion G (zv;1.2) around
Gy (2) and computing the moments of v11.2, we can prove the following theorem.

Theorem 5 Suppose Assumptions F1-F4 hold. As by,bs and b3 — 0, we have
P {gFoo (g, b) S Z} = Gg (Z) + A (Z) b1b2b3 +o0 (blbgbg)

where

A(z) = G’g' (2) 22y — G’g (z2)z]c1+ (g —1) o],

= / K (z,y, z) drdydz and ca = / K2 (z,y, z) dzdydz.

Theorem 5 characterizes the nonstandard distribution gF (g,b) when by, b2 and b3 are small.
It clearly shows that the difference between gF (g,b) and Xz depends on the smoothing param-
eters, kernel function and the number of restrictions being tested.

Since K} ((r1,72,7), (v1,v2, k) € L%([0,1]%), it has a Fourier series representation:

KZ ((7“1,’1”2, T) ) (U17U2a K’))
oo

= Z Ntk 0'm Py ke (71) Vs 0 (12) Vb i (T) Wby k2 (01) by 02 (02) g 1 ()
e €m0 m/ =1
oo

= Z Ak 0m? b ktm (T1, 72, T) 0 ko (V1,5 V2, K),
k,l,m, k! 0 m/ =1

where {0p kem (71,72, T) 0b krermy (V1, V2, £) } is an orthonormal basis for L2([0, 1]® x [0,1]%). As
fol K3 ((z,y, 2) (v1,v2, k)) dedydz = 0 by definition, gy xem (z,y, 2) has the zero mean property, i.e.

1
/ Qb,kﬁm(xa y, z)dxdydz = 0.
0

Using this representation, we have

1
/ K?; ((Tla r2, T) ) (Ulv V2, ’{)) de (Tla r2, T) dW; (vlv V2, K’)
0

= Z Ak 0m? € kemEh pr g (29)
k,L,m, k' 0 m/=1
1 j.id.
where &),k@m = fo Qb,k@m(wayv Z)de (wayv Z) N N<07Ig)
We can simplify the above representation. First, using the Cantor tuple function we can
encode (hi, he, h3) into a single natural number h. That is,

h =73 (hy, ha, hs) := 7@ (7 (h1, hy), h3),
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where

1
73 (hy, hy) = 5 (I h2)(h + Dy 1) + B,

The map between (hq, ha, h3) and h is one-to-one and onto. With this definition, we abuse the
notation a little and write

Ahyhohshhyhty = Akt A0 & by hohy = b h-

With this result, we follow Sun and Kaplan (2010) to obtain

o0 o0

/ !

E Nkemk 0 Eb,JetmEp o o1y = E AkCrCes
ke, 0 m! =1 k=1

where (j, g N(0,1,). By definition, (3¢, is a Wishart distribution W, (I, 1), so > 72 AeCi(y, is
an infinite weighted sum of independent Wishart distributions.
Let ¢ = Wy(1,1,1). Then, we have

- —1
9F (9:0) = ¢/ [Z )\kaC;'g] 9,
k=1

where (j, is independent of ¢ for all k. It is interesting to see that this representation of gF (g, b)
is exactly the same as that obtained by Sun (2010) for the fixed-smoothing asymptotic distribution
of the Wald statistic in a time series context.

Let

> 1
K1 :ZAk = / KZ ((r17r277>7(7'17T27T>)dT1dT2dT,
k=1 0
i~ 1
i =N = [ G (1,0 7) (01, 00,0) s dradrdondor
k=1 0

Define D = [u% / ug] . Then using the same argument as in Sun (2010), we have the following
approximation:

D—qg+1 d
P9V (g.0) 4 Fypoger. (30)
It can be shown that
p1(D—g+1) 1
= + 0 (b1babs3) . 31
D 1—|—b1b2b3[01—|—(g—1)62] 0(123) ( )

The following theorem gives a rigorous description of the F-approximation.
Theorem 6 Suppose Assumptions F1 - F4 hold and FZ (g,b) is defined by
FL (9,b) = Feo (9,) /v

where
v=1 + [Cl + (g — 1) 02] blbgbg.

As by, by and b3 — 0, we have
P{FL (9,b0) < z} = P{Fyp+ < z} + 0 (b1babs)
where D* = max (5, [1/ (bib2bsca)]) and [-] denotes the integer part.

26



In Theorem 6 we use D* in place of D — g + 1 for the second degree of freedom in the
F-approximation. This modification ensures that the variance of the F' distribution exists. Let
F5(g,b) and F' . denote the 1—ca quantiles of the distribution of Fis(g,b) and the F distribution
with the degrees of freedom g and D*. Theorem 6 suggests that for the F-test version of Wald
statistic, F,,7, we use

ob = VESps

as the critical value for the test with nominal size «.

8 Monte Carlo simulation

In this section, we provide some simulation evidence on the finite sample performance of our
covariance estimator and the associated testing procedure. We choose the bandwidths based on
the AMSE* criterion and consider the rectangular kernel as well as the Parzen kernel to construct
jnT. We compare the performance of jnT with jfTK , jfT and jﬁps . We evaluate the covariance
estimators using the RMSE criterion and the coverage error of the associated confidence intervals
(CIs) or regions. The latter is equivalent to the error of rejection probability of the underlying
tests under the null. We examine the robustness to the measurement errors in economic distance.
It is also investigated how the number of restrictions being tested affects the performance of the
Wald test under the two different limiting thought experiments.

We assume a lattice structure, in which each individual is located on a square grid of integers.
We use the Euclidean distance for d;;. The data generating processes we consider here are:

DGP1: Yy = Bo + ui Bo = 0;
up =M1 +ep, e =01 —W,) oy, v K5 N(0,1,);

DGP2: Yy = Xl-(tl)ﬁw +.+ Xi(f)ﬁpo + o + fr + ug,

Bro=...=PBpo=0, ;= f =0 Ny
X, =AXy1 +v, =00 — W) e, e Nd N(0,1I,)
Ut = A'Ltt_l + &¢, Et = 9([ — Wn)il’l}t, V¢ Z’fl\.fd. N(O,In),
where X;; is a p-vector, X; = (X14,..., Xp) and uy = (uig, - . ., Unt)' W, is a contiguity matrix

and individuals ¢ and j are neighbors if d;; = 1. Following the convention, it is row-standardized
and its diagonal elements are zero. The parameters A and 6 determine the strength of the temporal
and spatial correlation. We consider the following values for A and 6: 0, 0.3, 0.6 and 0.9.

DGP1 is used for the RMSE criterion and DGP2 is used for the coverage accuracy of the
associated ClIs. DGP2 includes the individual and time effects and 3y is estimated with the fixed-
effects estimator. In contrast, these effects are absent in DGP1 for easy calculation of the RMSE.
We estimate Bg in DGP1 by the sample average.

For the estimators jT?TK and jég,s , we employ the respective data-driven bandwidth in (23) and
(24), using the time series AR(1) or spatial AR(1) as the approximating plug-in model. For J,p
with the Parzen kernel, we employ the bandwidths given in (10) and (11), using the spatiotemporal
parametric model in (15) as the approximating plug-in model. W), is the contiguity matrix in
which individuals ¢ and j are neighbors if d;; = 1. We set 0, = 2 and /,, = 7d2. Note that the
approximating parametric models for jﬁps and J,p are mis-specified whereas the AR(1) model
for JDK is correctly specified. We employ the QMLE to estimate parameters in (15) and (24).
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For J,r with the rectangular kernel, we use the Parzen kernel as the target kernel to obtain the
data-driven bandwidths.

To obtain a positive semi-definite covariance estimator with the rectangular kernel, we follow
Politis (2011) and modify JnT Accordmg to the spectral decomposition, J, = UAU’ , where Uis
an orthogonal matrix and A= diag()\l, ey )\p) is a diagonal matrix whose diagonal elements are
the eigenvalues of J,7. Let At = diag(A], ... ;\+) where A} = max(\,,0). Then, we define our

modified estimator as J7 T = = UATU'. As each eigenvalue of J7; 7 1S nonnegative, j:T is positive
semi-definite.

The number of simulation replications is 1000, and three different sample sizes are considered;
(i) small T"and n; T' = 15,n = 49 (7 x 7), (ii) large T" and small n; T' = 50, n = 49, and (iii) small
T and large n; T = 15,n = 196 (14 x 14). The following values are used for each kernel.

Ky Ko C1 C2 K,
Parzen 0.2889 0.2697 0.4123 0.1558 -6
Rectangular 1 1 6.2926 6.2926

We allow for the case with measurement errors in the distance measure. The error contami-
nated distance, djj is generated as follows. If d;; < 2, then d;; is observed without a measurement
error. If d;; > 2, then we observe d;; :

*
dij = dij + eij,

where e;; = —1,0,1 with equal probabilities. PHAC, CCE, DK and KS denote the test statistics
based on jnT, JnT, JnT , and JnT , respectively. We use the F-approximation to obtain critical
values under the fixed-smoothing asymptotics.

Table 1 presents the ratios of the RMSE to J, for jnT and jT?TK evaluated at the data depen-
dent bandwidth parameters (aln,clT) and clTDK and at infeasible optimal bandwidth parameters
(d%,d%) and d2E. The infeasible bandwidth parameters are obtained by plugging the true data
generating process into the AMSE* formula. Several patterns emerge. First, Jur outperforms
jf?TK in almost all the cases. When spatial dependence is absent or weak, Jor has a substantially
smaller RMSE than jT?TK . Even when 6 = 0.9, these two estimators are not much different. In
particular, when the rectangular kernel is used, Jor is as accurate as and sometimes more accu-
rate than jfZ)TK . This implies that adaptiveness works well in this setting. Second, increasing n
reduces only the RMSE of J,r while increasing T’ reduces the RMSEs of both estimators. This
is expected, as the rate of convergence of jT?TK depends only on 7' while that of Jor depends on
both n and T. Finally, the results under both feasible and infeasible AMSE*-optimal bandwidths
show that the AMSE* criterion is effective in controlling the RMSE of jnT

Table 2 reports the empirical coverage probabihtles (ECPs) of 95% ClIs associated with the
different covariance estimators: JnT, J JnT, and JKS . DGP2 is used with a univariate
regressor (p = 1). For the testing with JnT, we use both the fixed-smoothing asymptotics and
the increasing-smoothing asymptotics. The simulation results verify our theoretical results. First,
we compare J,7 with the other estimators under the increasing-smoothing asymptotics. When
0 = 0 with high temporal autocorrelation, CCE performs better than PHAC. However, as 6
increases, the performance of PHAC becomes better than that of CCE. Compared with KS, the Cls
associated with PHAC have more accurate coverage probability unless the process is temporally
highly persistent. Even with A = 0.9 PHAC is almost as accurate as KS especially when n is
small. Both PHAC and KS become more accurate with large n, but only the performance of PHAC
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improves when 7' increases. Comparison with DK is very similar to the case based on the RMSE
criterion, as given in Table 1. Second, Table 2 compares the performances of PHAC under two
different asymptotics. The results indicate that the fixed-smoothing asymptotic approximation
is substantially more accurate than the increasing-smoothing asymptotic approximation. The
difference increases as the process becomes more persistent. When 8 = 0.9, A = 0.9 and T =
15,n = 49, the ECP of the PHAC with the Parzen kernel under the fixed-smoothing asymptotics is
79.6% but it is only 64.4% under the increasing-smoothing asymptotics. Third, Table 2 provides
strong evidence that the rectangular kernel performs better than the finite-order kernel under
the fixed-smoothing asymptotics. The performance of PHAC with the rectangular kernel is very
robust to spatial dependence so that the size distortion does not increase with spatial dependence.
This size advantage of the rectangular kernel arises from its bias reducing property and the
adaptiveness of the bandwidth choice rule. Finally, Table 2 shows that our testing procedure
based on the fixed-smoothing asymptotics is reasonably robust to measurement errors. Comparing
PHAC with PHAC,, we see that the performance of PHAC, is quite close to that of PHAC in
most cases.

Table 3 compares the performances of the two different asymptotics when more than one
parameters or restrictions are considered. DGP2 is used with p = 3. The confidence regions are
obtained by inverting the Wald test of Hy : (1 = 0 with g =1 and Hy : 81 = (2 = 63 = 0 with
g = 3, respectively. The table evidently indicates that under the increasing-smoothing asymptotics
the error in coverage probability increases with the number of parameters being considered. The
coverage error becomes especially severe when the process is highly persistent. When g = 3 and
0 = X = 0.9, the ECP of PHAC with the Parzen kernel is only 27.1% under the increasing-
smoothing asymptotics. The coverage error of PHAC also increases under the fixed-smoothing
asymptotics with the number of parameters or restrictions being tested but much lesser. This
is consistent with our asymptotic expansion in Theorem 5. The theorem shows that the fixed-
smoothing asymptotics and F-approximation correct for the number of restrictions being jointly
tested.

9 Conclusion

In this paper we study robust inference for linear panel models with fixed effects in the presence
of heteroskedasticity and spatiotemporal dependence of unknown forms. We consider a bivariate
kernel covariance matrix estimator and examine the properties of the covariance estimator and the
associated test statistic under both the increasing-smoothing asymptotics and the fixed-smoothing
asymptotics. We also derive the optimal bandwidth selection procedure based on an upper bound
of the AMSE. For the fixed-smoothing asymptotic distribution, we establish the validity of an
F-approximation. The adaptiveness of our estimator ensures that it can be safely used without
the knowledge of the dependence structure.

Instead of using the upper bound of the AMSE as the criterion, we can study the optimal
bandwidth selection based on a criterion that is most suitable for hypothesis testing and CI
construction. It is interesting to extend the bandwidth selection methods in time series HAC
estimation by Sun (2010) and Sun and Kaplan (2010) to the panel setting.
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Table 1: RMSE/Estimand with J,r and J2X — DGP1

A 0

00 03 06 09 00 03 06 0.9

T=15, n=49
0.0 0.09 020 0.27 0.46 042 021 0.25 0.43
0.3 Jnr 0.16 0.34 045 0.65 Jnr 0.13 0.33 0.43 0.60
0.6 | (dn,dr)pa | 022 041 055 0.72 (d5,d5)p, | 017 040 053 071
0.9 0.35 0.53 0.67 0.84 0.31 0.52 0.65 0.83
0.0 0.13 023 029 0.38 1.00 036 0.38 0.36
0.3 Jnr 021 0.36 0.51 0.62 Jnr 0.19 0.31 0.41 0.50
0.6 | (dn,dr)re | 029 047 0.62 0.68 (d5,d%)re | 020 0.42  0.49 0.64
0.9 0.38 0.56 0.70 0.83 0.19 048 0.63 0.79
0.0 0.48 0.46 0.48 047 0.36 0.36 0.38 0.36
0.3 JbK 0.54 0.56 0.57 0.54 JPK 0.56 0.56 0.58 0.54
0.6 (dR¥) 0.68 0.70 0.69 0.70 (d2%) 0.70 0.71 0.71 0.72
0.9 0.89 0.88 0.88 0.88 0.89 0.89 0.88 0.88

T=50, n=49
0.0 0.05 0.13 0.18 0.40 042 012 0.17 0.39
0.3 Jnr 0.10 0.24 0.34 0.55 Jnr 0.14 024 0.33 0.50
0.6 | (dn,dr)pa | 0.14 0.33 050 0.64 (d,d5)pa | 013 0.31  0.42 0.58
0.9 0.26 0.48 0.60 0.83 0.21 043 0.57 0.76
0.0 0.08 0.14 0.18 021 1.00 020 0.19 0.20
0.3 Jnr 0.13 0.26 0.37 0.57 Jnr 021 0.22 0.29 0.32
0.6 | (dn,dr)re | 0.19 041 0.67 0.58 (d,d5)re | 0.20 0.28 0.36 0.46
0.9 0.34 056 0.68 0.81 0.20 040 0.54 0.70
0.0 028 029 0.27 0.28 021 020 0.19 0.20
0.3 JDK 0.40 0.41 040 0.40 JbK 0.38 0.38 0.38 0.37
0.6 (dR*) 0.53 0.54 0.55 0.56 (dR25) 0.52 0.52 0.53 0.52
0.9 0.77 0.76 0.77 0.78 0.77 0.76  0.77 0.78

T=15, n=196
0.0 0.05 0.13 0.18 0.29 043 020 0.21 0.27
0.3 Jnr 0.09 024 0.33 0.54 Jnr 0.07 0.24 0.32 0.47
0.6 | (dn,dr)pa | 0.13 030 042 0.57 (df,d5)pa | 012 029 0.39 0.56
0.9 029 043 052 0.72 0.28 0.43 0.51 0.69
0.0 0.07 0.15 0.21 0.30 1.00 034 0.36 0.35
0.3 Jnr 0.11 0.27 0.37 0.62 Jnr 0.09 0.23 0.28 0.41
0.6 | (dn,dr)re | 015 0.36 0.51 0.62 (d5,d5)re | 010 0.26 0.37 0.50
0.9 022 043 055 0.74 0.10 0.35 0.45 0.66
0.0 0.47 0.43 048 047 0.37 0.34 0.36 0.35
0.3 JbK 0.53 0.56 0.55 0.55 JPK 0.54 0.56 0.56 0.55
0.6 (dR*) 0.68 0.70 0.69 0.69 (dR25) 0.70 0.72 0.71 0.70
0.9 0.88 0.87 0.88 0.88 0.89 0.88 0.89 0.89

The subscripts ‘PA’ and ‘RE’ denote the Parzen and rectangular kernels, respectively. Left
and right panels are based on data-driven bandwidths and infeasible bandwidths, respectively.
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Table 2: Empirical Coverage Probabilities of Nominal 95% CIs Constructed
Using Alternative Covariance Estimators - DGP2

) 0

00 03 06 09 00 03 06 09 00 03 06 09

T=15, n=49
0.0 93.9 942 91.8 8.0 80.4 89.1 88.6 905 942 946 933 946
0.3 | PHAC | 91.4 90.3 909 83.7| DK |87.0 837 883 861 | PHAC |91.5 904 926 94.3
0.6 | (PAJF) | 875 88.2 851 792 774 790 761 77.0 | (REJF) | 88.6 89.4 88.9 87.8
0.9 87.5 842 834 79.6 64.8 64.1 622 62.9 86.1 84.7 87.2 79.3
0.0 937 942 91.3 87.9 949 93.6 86.6 56.6 93.6 943 928 92.0
0.3 | PHAC. | 91.0 90.0 89.8 83.1 | CCE | 93.0 91.3 86.6 54.2 | PHAC. | 91.0 89.9 91.4 88.6
0.6 | (PAJF) | 86.7 87.1 82.7 772 929 919 839 53.7| (REJF) | 876 88.1 87.0 85.4
0.9 85.9 82.6 79.5 748 928 90.1 83.6 55.1 85.4 84.1 851 82.9
0.0 937 940 915 875 91.3 902 869 67.1 937 940 91.6 90.3
0.3 | PHAC | 91.0 90.0 90.3 823 | KS | 895 880 862 642 | PHAC | 90.6 89.4 90.9 85.1
0.6 | (PAI) | 8.8 87.6 826 718 88.1 88.9 844 621 | (RE]I) | 86.7 87.9 83.0 73.1
0.9 86.1 83.0 77.6 64.4 90.0 86.7 83.1 65.2 83.9 81.6 755 58.0

T=50, n=49
0.0 94.7 927 915 88.0 92.6 93.1 927 93.9 948 934 929 955
0.3 | PHAC | 92.9 933 89.6 839 | DK | 905 921 90.1 90.1 | PHAC | 929 938 91.1 93.7
0.6 | (PAJF) | 931 915 902 84.4 87.6 87.4 885 87.3 | (REJF) | 93.6 92.6 926 954
0.9 88.3 87.4 883 755 69.4 70.1 71.6 69.7 88.1 88.7 90.7 854
0.0 948 928 91.0 87.8 939 91.6 83.7 55.0 95.0 934 922 936
0.3 | PHAC. | 925 929 886 838 | CCE | 935 923 819 54.1 | PHAC. | 924 932 89.4 89.0
0.6 | (PAJF) | 93.0 91.0 888 838 943 919 859 555 | (REJF) | 932 925 91.7 929
0.9 87.1 85.1 843 722 935 91.5 84.7 53.9 88.3 882 88.9 849
0.0 94.6 927 91.3 88.7 90.2 88.1 833 66.7 947 93.0 922 944
0.3 | PHAC | 924 93.1 888 848 | KS | 88.5 89.6 827 653 | PHAC | 927 932 898 89.6
0.6 | (PAJ) | 931 91.2 886 825 90.5 885 851 655 | (REJI) | 934 918 89.6 85.0
0.9 87.1 854 81.3 674 88.9 87.6 856 63.5 86.4 850 795 67.2

T=15, n=196
0.0 93.6 924 932 90.8 86.1 87.7 888 894 936 93.0 942 929
0.3 | PHAC | 92.1 926 920 894 | DK | 8.0 86.1 850 87.3| PHAC |92.2 912 91.1 92.3
0.6 | (PAJF) | 91.0 89.9 882 882 80.1 827 80.1 751 | (REJF) | 89.9 921 90.2 90.7
0.9 88.6 90.7 86.9 89.2 629 655 644 615 85.8 89.0 88.0 825
0.0 935 923 927 89.0 945 927 849 503 934 928 94.0 919
0.3 | PHAC. | 92.1 916 89.8 88.0 | CCE | 94.7 922 850 50.3 | PHAC. | 914 90.4 90.9 90.1
0.6 | (PAJF) | 90.4 88.7 86.9 83.7 944 942 865 47.7 | (REJF) | 89.8 915 89.3 89.5
0.9 88.4 889 833 825 93.1 93.0 853 47.8 84.5 888 86.7 87.0
0.0 93.6 92.3 927 88.9 93.3 929 900 794 93.4 92.8 93.3 90.7
0.3 | PHAC | 923 90.8 89.8 865 | KS | 939 921 900 788 | PHAC | 921 909 90.3 87.0
0.6 | (PAJI) | 89.9 91.0 87.9 765 93.6 942 89.6 746 | (REI) | 894 91.3 880 765
0.9 86.1 88.9 832 716 92.3 933 89.8 76.3 85.0 87.4 81.2 625

‘PA’ and ‘RE’ denote the Parzen and rectangular kernels respectively.
‘F’ and ‘I’ denote fixed-smoothing and increasing-smoothing respectively.
The superscript ‘e’ denotes measurement errors.
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Table 3: Empirical Coverage Probabilities of Nominal 95% Confidence
Regions Constructed with Different Number of Restrictions - DGP2

g=1 g=3

A 0 0

0.0 0.3 0.6 0.9 0.0 0.3 0.6 0.9
0.0 | 93.3 919 922 857 926 91.2 88.1 778
PHAC | 0.3 | 92.3 91.0 90.2 82.6 91.9 88.0 839 722
(PAJF) | 0.6 | 89.8 88.1 853 78.6 82.4 821 784 69.0
0.9 | 86.9 84.1 81.4 80.2 81.2 77.1 73.3 68.7
0.0 1931 915 915 84.8 924 90.3 859 722
PHAC | 0.3 | 92.1 90.6 89.5 &0.9 91.4 86.9 81.5 655
(PAJI) | 0.6 | 89.0 87.1 83.2 70.6 80.7 79.7 70.6 46.8
0.9 | 84.7 825 758 62.5 774 70.8 554 27.1
0.0 | 93.7 92.2 93.3 92.7 93.0 925 91.4 93.0
PHAC | 0.3 | 924 90.8 92.2 91.7 91.6 89.2 88.9 92.7
(REJF) | 0.6 | 89.7 89.6 89.6 88.2 84.9 85.1 879 878
0.9 | 8.8 85.1 85.8 83.0 82.0 785 83.4 83.8
0.0 | 93.5 91.7 925 86.9 92.0 91.1 87.1 76.5
PHAC | 0.3 | 91.7 90.5 89.7 83.8 89.9 86.6 82.2 68.1
(RE,I) | 0.6 | 83.7 88.3 849 726 80.1 79.5 723 479
0.9 | 82.5 81.6 74.2 62.5 71.2 66.2 49.2 44.1
See notes to Table 2.

APPENDIX

Proof of Theorem 1

D
i =
dp, and for i(j) = €j+1’n,...,’l’b, di(j)j > d,. For t(s) = 1,‘..,ZS,T, dt(s>s < dr, and for t(s) = KS,T +1,...,7T,

dt(s)s > dT.

For notational simplicity, we re-order the individuals and time and make new indices. For i;y = 1,...,4jn, d

(a) Asymptotic Variance

We have T
cov (JnT (c1,d1), Int (c2, dz)) = Cint + Cont + C3nr,
Lol
where
nTp n T
1 4 dij dys dap duv \ (c1) (d1) _(co) (d2)
Cint = Tiin Z (Eel —3) Z K (dj) K <dT) K (di> K < . ) Ty Gy (o) i (boo) d
n =1 i,j,a,b=1t,s,u,v=1 m m

1 nTp n T di]' dts
CQnT:mZ Z Z K(d)K<dT>K
l,k=114,j,a,b=1t,s,u,v=1
Canr = ! nZTp i i K (dﬂ) K <%> K
nTﬁnéT dn dT

l,k=114,j,a,b=1t,s,u,v=1

dab duv \ (c1) (d1) (co) (do)
*) K ( dr ) TG00 Ge) kT G 1 (b

dab duv \ (e1) (d1) (o) (do)
*) K ( dr ) TGO G R ) kT ()

For Ci,r, under Assumptions I1 and 12

nTp

4 4
c 1 CRCED
|ClnT‘ < IZT 7nT E |E’E;1 — 3| < TRYEE 0(1) (Al)
=1

Zn ZnZT
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For Ca, 1, we can decompose it as follows in order to consider boundary effects:
Cont := Dint + D2nt + D3nt + Dant + Dsnr
where
o Ry ” dab dis dus
b=t 5 53 58 k(e (B () o (2)
1aEBn j(1)=1b(q)=1t,u€ B s(4)=1v(,)=1

(c1e2) (did2)
X V(it,aw) [CIOEIOL b(u)”(“>)

La,n T L LuT

R s 5 S S 55 5 S S (105 (08 P (T P LRy

i,a= 1]() lb(a):lthTu 1S(t) 1v(u):1

(c1e2) _(d1da)
X V(it,aw) (J(i)s(t)P(a)V(u))

Lin Llan Ler o Lo, : daba dis duv,,
e DD DS K( i) () w () = (552)
Tza 1jy=1b(a)=1t€EET ugEx S(t)=1v(y)=1 " g ’

(c1e2) _(dida)
X Vi, au)’y(]( i) S(t)D(a)V(u))

La,n Ler Ly,

I s 55 3 DI SID SID Sib DI T P 0 13 Gty P ey

i€ En a=15;)=1bg)=1t,u€Bp s(1)=1v(y)=1

(c1e2) . (d1d2)
X V(it,aw) (G ays(e) b(a)? (u))

Lyt Au,T ; dab,, dis,, duv,,
Denr = nTZ[ > 2 Z Z > X LK ( ](>>K( d())K(ZI(t)>K( d()>
T 1€En a@En J(i)=1b(q)=1t,u€Ep s(y)=1v(,)=1 m T T

(c1e2) _(dida)
X ’Y(zt au)’y(]( ) S(t) P (a)?(u))

Din7 is based on nonboundary units whereas Dayn1, D3nr, DanT and Ds,r are based on boundary ones.
First, applying the proof of Theorem 1 in Kim and Sun (2011), we can show that

Le,r Lyu,T
dy
(i) 2 S(t) (c1c2)  (d1d2)
Jim 3 Z Z > 2 XK ( >K <TT )%t,am@(i)s(t),b(a)vw

4,a€En J(;)=1b(q)=1t,u€Ep s(4)=1v(y,)=1

= K1KaJ (c1,¢2) J (d1,d2), (A.2)

La,n Le,r Lu,T

Cin ds
_ @)\ o2 (Y@ ) (erea) | (dida)
7"¥*°° ”Tﬁ tr 2 2 2 2 2 2K < )K < dr )W(it’““)AY(j(z)S(t)7b<a>v<u>)' (A-3)

4,a€En j(;)=1bq)=1t,u€Ep s(1)=1v(y)=1

It is straightforward to show that (A.2) and (A.3) imply

lim DlnT = ’61’€2J(C1,02) J(dhdz) .

n,T— oo

For Da,r, we have
u T

3 t, T
Dapr < — T Z Z Z‘ ((:tl,ifj) Ol Z Z éj(li;izgt)vbm)“(u))
=1u(y=1

i,a=1t¢ Ep u=1 J( =1 :

=o(1), (A.4)




as T /T — 0. Using the similar procedure to (A.4), we can show Dsn1 = 0(1), Dant = 0(1) and Ds,1 = o(1) given
T>/T — 0 and na2/n — 0.
Thus,
lim CQnT = Kl’CQJ (Cl, Cz) J (dl7 dg) .

n,T— oo

By symmetry, o
lim C3nT = K:lK:zJ(Ch d2) J (027 dl) .

n,T— oo

Therefore,

T ~ ~ _
" %lliloo fnéT cov (JnT (Cl, d1) 5 JnT (Cz,dg)) = ’C1IC2(J (61, Cg) J (d1, dg) + J (C1,d2) J (CQ, dl))

In terms of matrix form,

T ——var (Vec (jnT)) KiKa(Ipp + Kpp) (J @ J) .

11m
n,T— o0 En T

(b) Asymptotic Bias

Let dr = knrd,, and knr = cq + o(1) where cq > 0. We have

diz\ y
" (EjnT ) J"T) B nT ZJZ:I tszl H ” q KE;))QI + (:;ST)Q K((i;))(ll
p T
+ (dij)? (%)q (K (ij)d 1) (K (3}) B 1)

= — Kb\ — ¢ TK b5 + o(1).

Therefore, limp, 7 o0 d2 (Jur — Jur) = Kb — 7 TK 50,

(JnT - JnT) = 0y(1) and \/% (j”T - j"T) =)

By (a) and (b), it suffices to show that # (jnT — jnT) = 0p(1). This holds if and only if T (b' Jorb — b'jnTb) =

op(1) for any b € RP. In consequence, we can consider the case that J,r is a scalar without loss of generality.

2 (= dur) = (VAT (- ) el énT Z S K (%) x (G) xaxe.

=1t,s=1
dis \ g2 & -~
> (dT) stXitUit

— 2T (5 ) @e - Ty k(4
) (3;) Xt Xjswir (U + s — @)

(©)

1,7=1t,s=1

WZZK(

1,7J=1t,s=1

dts oy nd _ _ _ _ _ B
WZZ ( ) <E>X”Xﬂs<“l+“t—u><w+us—u>

= HlnT + HQnT + HSnT + H4nT~

It is easy to show that Hinr = 0p(1) and Hanr = 0p(1) under Assumptions 14 and 17. For Hs,r, we need to show

that for all ¢ and ¢
1 A [diy dis\ <
K YK ) X5 (0 + s — @) = 1). A.
G ok () k() Brwrn 0 =0 (A5)
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First, @; + 4s — 4 = 0p (1) uniformly. Second, by Assumption I7(iv)
0

1 e dij dis \ ¢ 3 -
P(‘m;;K<di)K<d3>X"“ >A> e -Z: 2 5[] o

as A — oco. Therefore, Hznr = 0p(1). With the similar procedures, we can show that Hanr is 0p(1).
As a result,

nT
Lkt

(JnT jnT) = 0,(1).

(d) AMSE

The first equality holds by Theorem 1 (c). For the second equality of Theorem 1 (d), since
nT d2? d2e
bl — &nlr/nT T+ o(1)’

we have

lim MSE ("1 jur, Sur
n,T— oo Z ZT

= lim
n,T'—oo Lnlr

vec (EjnT - JnT)/ Snr vec (EjnT - JnT) + lim 7 IClngtr (SnTvar(vec jnT))

n,T— oo én T
1 1 ! 1 o
== K2 vec (bg‘” + CT@) S vec (bﬁ‘” + qubg‘”) + KaKatr [S(Ipp + Kpp)(J ® J)],
d d

where the last equality holds by Theorem 1(a) and (b).

Proof of Corollary 1

Letting knr = dr/d, and knr — cq as n,T — co. By Theorem 1(d), we obtain

lim max MSE ((nT)QQ/(2q+n"+nT) , Jnr (dn,dr), SnT)
n,T—o0 (bg'J),bg‘Z))e‘B

2q (n+n1)/(29+1m+n01) 2
_ T nr\2a/Qatnntnr) [ Ao lnlr 2K, B2z o
= Jm_ (enarky) ( nT ) (d?ﬂenzT P e ) fakaC€

2
_ (ala203T)24/(2q+nn+nT>T(n1L+nT)/(2q+nn+nT) <2K (B 1+ 322> +/C1ICQC’> ,
-
Ca

It is straightforward to show that this is uniquely minimized over 7 € (0, 00) by

4qK? (B +%) 1/(2q)
o T @) e (L 2Cacm) KiBa
(Mn + 1) K1KC2C nr (2K§B11 + ’C1/C2C'T*) ’

since S is pd. Therefore,
* 4(ZK§BH " (nnBzz) 2a
77T = ——=*"=—""and ¢; =
K1 K2C ¢ nr B
and the sequence {(d.,dr)} satisfies 2%, 7 /nT — 7* if and only if d,, = dj, + o ((nT)l/(2q+"+l)) and dr =
d5+o0 ((nT)1/<2q+"+1)).

Proof of Theorem 2

The proofs of (a) and (b) are analogous to the proofs of Theorem 1(a) and (c) respectively.
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Proof of Theorem 3

The proofs of (a), (b), (c) and (d) are analogous to the proofs of Theorem1(a), (b), (c) and (d) respectively.

Proof of Theorem 4

The proofs of (a), (b), (¢c) and (d) are analogous to the proofs of Theorem 1(a), (b), (¢) and (d) respectively.

Proof of Proposition 1

(a) Jor — JGA = 0,(1) if d, — 0 as n — oo.

From Theorem 1(c), Jor — Jur = 0p(1) and similarly J&# — JS#* = 0,(1). Therefore, it is enough to show that
Jur (¢,;d) — IS (¢, d) = 0p(1), (A.6)

ifd, — 0 as n —> 0.
Recall VZ = Z?TIP r(l +),,€1- By Chebyshev’s inequality, for any A >0,

P
DL S S S S e () s (%) s (%) o (B B[V Vv v ]
S A2t Pyt el dn dr dr (i) V(5:9) ¥V (a,u) ¥ (b,0)

= Cinr + Conr + Capnr + é4nT7

Jur (e, d) — JG (e, d)) > A)

where

11 I d d d d
.1 T 3YY dij ab s w ) @ @@ (@ 4 _
Cinr = A2 n2772 , — KrEe <dn ) KrE ( dn ) Kre (dT) KRrE ( dT ) (1 t),l (],9) l (a u),l (b v),l (Egl 3)

) © D @ (@
(2,t),0" (4,8),l (a u),k (b v),k

11 KL d d d duv o)
~ ij ab ts U (¢) (d) ( )
Canr A2 272 § § KgrE (d ) KrE < dn ) KrE (d ) KrE ( dr ) TGty  (Grs) kT (au),t T (b,0) K
t,s,u,v=110,k=1 i#j a#b
T nTp
~ 1 1 d dap d. (@ L) () (d)
Cint A2 272 E E Kr <7d:> KrEe <7dn ) KrE <*;) Kre ( - ) Tt 1T (Gos) kT (au) kT (bw), 10

—0

dij \ | _(cd)
dn> Tiit.gs)
as d, — 0 because Krg (dij/dn) = 0 for all i # j provided d, < min, ;d;;. With the similar procedures, we can
show that Csnr — 0 and Canr — 0. Therefore, (A.6) holds.

(b) Jor — JPE =0,(1) if £,/n — 1 as n — .
From Theorem 3(c), J2£ — J2K = 0,(1). Therefore, it is enough to show that

Jur (e;d) = 7 (e,d) = 0p(1), (A7)

if n/n—1asn— oco.
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By Chebyshev’s inequality, we have

P(

Jur (ed) = T (e, )| > &) < éE (Jur (e.d) = TEE (e, d))

= Cinr + Cont + Cant + é4nT7
dab dts duv
) ) (s (52) e (2 ()
nTp

dab dts duv
Conr = Ag nsz ]g o s; ”kzl (KRE ( ) > (KRE (dn) - 1) KrE (E) KrE <dT )

(e) (d) (C) ( )
Xy Gis) o (au),k (b v),k

nTp
Csnr = A2 n2T2 Z Z Z (KR (

i,7,a,b=11t,s,u,v=11,k=1

for any A, where

nTp
Cinr = A2 n2T2 Z Z Z(KR (

i,j,a,b=11t,s,u,v=1 =1

(c) ( ) (C) ( ) 4
X TGy Gis) i (au) 1T (b, u) , (Bei = 3)

(c) (d> (C) (d)
XT(M): Grs) kT (a,u) 0 (bv)k

nTp
dab dts duv
Cint = A2 n2T2 ]; MS; “kzl (KRE ( n) — 1> (KRE (dn) — 1) KrE <dT) KrE <dT )

(c) .(d) (c) )
(2,¢),1 (Js)k: (au)k (bv)l

xXr

We can show that Cin,r = o (1) using the procedure in (A.1). For Canr,
dab dis Auv \ _(cd) _(cd)
Conr = A2 n2T2 Z Z { } 1 {E ~ 1} Kre (E) Kre ( dr ) V(it,js)V(au,bv)

i,j,a,b=11t,s,u,v=1
2
q
di]->

x5 (nTZ do1 { ”>1}d e
2
d%) — 0,

j=1t,s=1
dap dia djp <cc> (d )
e bt

(cd)
7,t ,Js)

IN

1\2 I & | (ed)
(&) 3= (o 2 2 bl

as d, — oo. For Cs,r,

n

1 1 L
CsnT_A2n2T2 thszv 11{

i,j,a,b=11,s,u,v=
n T
1 1 dab dia djp () dd)
e > e }1{Z il > ror 1t bt
i,j,a,b=11t,s,u,v=1

o(1).

T Az nTZ NP ey > > > e

=1 {a:d;q/dn <1} t,u=1 {j:dij/dn>l} {b:djb/dngl, dap/dn>1} s,0=1

As ¢, < ¢, with some constant c, if £, /n — 1, then

1
T2 2 > et

{j:dij/dn>1} {b:djp/dn <1, dgqp/dn>1} s,v=1

| L
= nTm > > > lvéjilv)

{j:dij/dn>1} {b:djb/dngla dap/dn>1} 5,0=1

— 0,
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which implies Cs,7 — 0 as n, T — co. With the same procedure, we can show that Cy,7 = o (1) . Therefore, (A.7)
holds.

(¢) Jur — JEZ =0,(1) if br/T — 1 as T — oo.

The proof is analogous to the proof of (b).

The proof of Proposition 2 uses the lemma below whose proof is given in the supplementary appendix.

Lemma 1 Let

i 2 3 S (2 L)

7,1 lig=1t=1

Then, under F1 - F2
1
X i> A/ (Pb,kﬁm (r17 T2, T) dBP (rlv T2, T) .
0

Proof of Proposition 2
Let

M,

. v G2t J1 J2 o
Jnr = LMT Z Z Z Z Akt m Po,kom (L ML T)q)bkem (*Lf,*ﬁn,fT)V”Zzt)ijzs)

i1,j1=112,j2=1t,s=1k,l,m=1 n
Then, for any given A > 0
R . 1 . .
P(|Jnr = Jnr|| = A) < ZE”JTLT —Jur|| =0, n,T — o0
because by Assumption I8
E||‘/(§1,i27t)‘/(;2,j273)|| < o0
and

Ky(z1 — z2,y1 — Y2,21 — 22) = Z A, t,m @b, kem (1, Y1, 21) Pokem (—T2, —Y2, —22)
k,l,m=1

by the Fourier series representation. This implies

Hence, we can derive the limiting random matrix of Jnr for that of jnT.

Ln M, T

Jor = Z )xkemﬁZZZ@bum<L M T)V(zl,zg,t)

k,l,m=1 11=11i0=1t=1

L, My . . H
m Z Z Z <<I)b kém (él ]\]/[2 ;) ‘/(Jl 25 a))

j1=1ja2=1s=1

i Aem XX

k,l,m=1

where superscript ‘H’ denotes the conjugate transpose.
From Lemma 1 and (A.8), we have

JnT—>A/ Z Ne,,m @ kem (11,72, T) o jem (—v1, —v2, —K) dByp (11,72, 7) dB;, (v1,v2, £) A
0

k,t,m=1

4 A/ Ky (r1 — v1,72 — v2, 7 — K)dBp (11,72, T) dBI', (vi,ve, k) A,
0
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where the equality in distribution holds because
K £ M
Z Z Z My t,m @b kem (11,72, T) Po kem (—v1, —v2, —K) — Kp (r1 — v1,72 — 02,7 — K)

as K — 00, £ — 0o and M — oo in L?.

Lemma 2 A4sby,b2 and bz — 0, we have

(a) ‘LL1 = ]. — b1b2b301 + o (blbgbg) ; (b) ,UQ = b1b2b362 + o0 (blbgbg) .
Proofs are given in the supplementary appendix.

Lemma 3 As by, by and bs — 0, we have
(a) E (vi1 — v12v35'v21) = 1 — bibabser — (9 — 1) bibabsca + o (b1babs)
(b) E (vi1 — U12U;21v21)2 =1—2b1b2b3 (c1 + (g — 2) c2) + 0 (b1b2b3),
(c) E [(vi1 — vi2v35' v21) — 1]2 = 2b1b2bsca + 0 (b1b2bs) .

Proof of Lemma 3

This is a direct application of Lemma 3 in Sun (2010).

Proof of Theorem 5

Taking a Taylor expansion, we have

P{gFs(g9,b) <2}

= EGy (2 (vi1 — U12U2_21U21))
=Gy (2) + Gy (2) 2E [(v11 — U12U;21U21) -1+ %G'g' (2) 2°E [(v11 — v12U;21021) — 1]2
+ LB 16 () - 65.()] 2 [(on - varvitem) - 1)

where Z is between z and z (1)11 — vlgv;21v21) . Using Lemma 3, we have

P{gFw (9,b) < 2}

=Gy (2) — Gy (2) z [brbabsct + (g — 1) bibabsea] + Gy (2) 2°bibabsca + o (bibabs)
=Gy (2) + [Gy (2) 2°ca — Gy (2) 2 (c1 + (g — 1) c2)] bibabs + o (b1b2bs)

=Gy (%) + A(2) bibabs + o (b1b2bs) .

Proof of Theorem 6
It follows from Theorem 5 that
P{F% (g,b) < 2}
= P{gFw (9,b) < gz [1 +bibabs (c1 + (g — 1) c2)]}
= Gg (g2 [1 +bibzbs (c1 + (9 — 1) c2)])
+ A (gz [1 + b1babs (61 —+ (g — 1) 62)]) b1babs + O(b1b2b3)
=Gy (92) + Gy (92) gz [c1 + (g — 1) c2] bibabs + A (gz) bibabs + o (bibabs)
=Gg(92) + Gg (g2) g2z202b1b2b3 + 0 (b1b2b3) .
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By definition,

XD XD+
P{FQ’D* S Z} = P{Xf} S gz%} = EGg <gz D >

2
/ XD+ 1 gz \? 12 1
-G, (gz)-i-Gg(gz)ng(DD* —1> +5Gi(92) (35) B (xb- — D) +o<—D*)

S Gyl92)g* 40 <5)

= Gy (92) + Gy (92) g°2° cabibabs + 0 (b1babs)

=Gy (92) +

where we have used Lemma 2. Hence

P{F% (9,b) <z} = P{Fyp+ < z} 4 0(b1b2b3) .
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